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abstract: The amount and rate of phenotypic change at ecologi-
cal timescales varies widely, but there has not been a comprehensive
quantitative synthesis of the patterns and causes of such variation
for plants. Present knowledge is based predominantly on animals,
whose differences with plants in the origin of germ cells and the level
of modularity (among others) could make it invalid for plants. We
synthesized data on contemporary phenotypic responses of angio-
sperms to environmental change and show that if extinction does
not occur, quantitative traits change quickly in the first few years fol-
lowing the environmental novelty and then remain stable. This gen-
eral pattern is independent from life span, growth form, spatial scale,
or the type of trait. Our work shows that high amounts and rates of phe-
notypic change at contemporary timescales observed in plants are
consistent with the pattern of stasis and bounded evolution previously
observed over longer time frames. We also found evidence that may
contradict some common ideas about phenotypic evolution: (1) the
total amount of phenotypic change observed does not differ signifi-
cantly according to growth form or life span; (2) greater and faster di-
vergence tends to occur between populations connected at the local
scale, where gene flow could be intense, rather than between distant
populations; and (3) traits closely related to fitness change as much
and as fast as other traits.

Keywords: plants, phenotypic change, phenotypic evolution, contem-
porary evolution, haldanes, darwins.

Introduction

Phenotypic change in quantitative traits within a species or
population at timescales between a few months and a few
centuries (Kauffman and Levin 1987; Fitch and Ayala 1994)
is of critical importance for two main reasons. First, ecolog-
* Corresponding author; email: gorneld@gmail.com.
ORCIDs: Gorné, https://orcid.org/0000-0003-1940-1755; Díaz, https://orcid

.org/0000-0003-0012-4612.

Am. Nat. 2019. Vol. 194, pp. 840–853. q 2019 by The University of Chicago.
0003-0147/2019/19406-58735$15.00. All rights reserved.
DOI: 10.1086/705680

This content downloaded from 129.
All use subject to University of Chicago Press Term
ical timescales are themost relevant given the accelerated en-
vironmental changes facing most ecosystems (IPCC 2014,
2018). Second, there is unexplained variation in the rates
and patterns of change in quantitative traits across different
timescales (summarized by Voje 2016; Voje et al. 2018). Given
that the amount and rate of phenotypic change at ecologi-
cal timescales varies widely (Hendry and Kinnison 1999;
Bone and Farres 2001; Crispo et al. 2010; Westley 2011),
the critical questions are whether, in the face of environ-
mental change, a population will adapt and whether its nat-
ural history and the nature of the environmental change
can predict this outcome. Understanding and predicting
phenotypic evolution (Lande 1976) in nature still poses a
challenge because of the complex interplay among natural
selection, mutation, drift, gene flow, and evolutionary con-
straints (Arnold 1992; Futuyma 2010; Hansen et al. 2011).
However, general questions about patterns and processes in
contemporary phenotypic evolution can be addressed using
broad-scale compilations of observed phenotypic change in
the field and laboratory (Hendry and Kinnison 1999; Kin-
nison and Hendry 2001).
The relationships between phenotypic change and elapsed

time are informative of the predominantmode of evolution.
Consider three general modes of evolution: (i) directional
change, where a quantitative trait changes in a population,
generation after generation, always in the same direction;
(ii) random change, where the direction of the change in
each generation is random; and (iii) stasis, where a value
of the trait acts as an attractor (fig. 1). If there is directional
change, the rate of evolution is constant across time, so the
slope of the log-log relation between elapsed time and rate
of change is expected to be zero (Gingerich 1983, 1993, 2009;
Hunt 2012). If there is random change or stasis, the rate of
change declines with time (Hunt 2012) with a slope expected
to be20.5 for randomwalk and21 for stasis (Gingerich 1983,
1993, 2009). Additionally, the slope of the log-log relation
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Plant Contemporary Phenotypic Change 841
between amount of change and elapsed time is expected to
be positive for directional or unbiased random walk and
zero for stasis (Hunt 2012).

Some recurrent patterns emerge from compilations of
contemporary phenotypic change in animals and plants. First,
for both animals and plants, rates of change have a lognor-
mal distribution, indicating that small rates of change are
much more common than large ones (Bone and Farres 2001;
Kinnison andHendry 2001). This pattern is usually explained
by arguing that natural populations are at least partly adapted
to their local selective environments but at any particular
location the intensity and direction of selection will fluc-
tuate over time, making adaptation an ongoing and ever-
changing necessity (Hendry et al. 2008). Second, also for both
animals and plants, the relation between absolute amount
of change and elapsed time is very weak or null (Bone and
This content downloaded from 129.
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Farres 2001; Kinnison and Hendry 2001; Hendry et al.
2008; Crispo et al. 2010). Third, only for animals, the log-
log relation between the rate of change and the elapsed time
is linear and negative (Gingerich 1983, 1993, 2001, 2009;
Hendry and Kinnison 1999; Kinnison and Hendry 2001).
Rates may decrease with time if genetic potential is ex-
hausted by directional selection, if a local adaptive peak is
approached, or if the direction of change is variable over
time (Lynch 1990; Kinnison and Hendry 2001; Grant and
Grant 2002). According to Gingerich’s approach (fig. 1A),
some previous reports are consistent with stasis (Gingerich
2001; Kinnison andHendry 2001). Hunt’s approach (fig. 1B–
1D) has not been included before in analyses of contemporary
phenotypic change; however, following his analytical frame-
work, published syntheses are consistent with stasis (Bone
and Farres 2001; Kinnison and Hendry 2001; Hendry et al.
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Figure 1: Gingerich’s (2009) and Hunt’s (2012) approach to the three standard modes of evolution (directional change, random change,
stasis). Gingerich’s approach analyzes the slope of the log-log relation between the rate of evolution (like haldanes, dashed line) and the
elapsed time. If there is directional change, the rate of evolution is constant across time, so the slope is zero. If there is random change
or stasis, the rate of change declines with time with a characteristic slope (20.5 for random walk and 21 for stasis; A). Hunt’s approach
analyzes the log-log relations of the elapsed time with the mean of the generalized random walk (ms; haldanes ≅ ms; LR ≅ log10(ms)) and with
the divergence (q; q ≅ haldane’s numerator; LG ≅ log10(q)). In a situation of directional change, the slopes of the log-log relation of the
elapsed time with the rate of change is expected to be zero and with the amount of change is expected to be positive (B). In a situation
of unbiased random walk, the slopes of the log-log relation of the elapsed time with the rate of change is expected to be negative and with
the amount of change is expected to be positive (C). In a stasis situation, the slopes of the log-log relation of the elapsed time with the rate of
change is expected to be negative and with the amount of change is expected to be zero (D).
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2008; Crispo et al. 2010) or random change (Kinnison and
Hendry 2001).

However, in the case of plants, the relation between the
rate of change and elapsed time and the frequency distribu-
tion of the absolute amount of change are not known. Only
two compilations, which summarized 78 observations from
26 species (Bone and Farres 2001) and 212 observations
from 13 species (Crispo et al. 2010), have been published
to date. In addition, patterns of phenotypic evolution may
be taxon dependent (Crispo et al. 2010). Several fundamen-
tal biological differences between plants and animals (e.g.,
modular vs. unitary organisms, sessile vs. mostly motile or-
ganisms, absence vs. presence of a germ cell line) raise the
question of whether the findings identified mainly for ani-
mals are also valid for plants (Jerling 1985). For example, in
plants each module is capable of reproduction, and the lack
of a germ cell line makes plants more susceptible to and able
to propagate somatic mutations.

The absolute amount and rate of phenotypic change can
be affected by a number of factors. Rates of phenotypic
change do not appear to differ between annuals and peren-
nials, measured either in years (darwins) or standardized by
generation time (haldanes; Bone and Farres 2001); how-
ever, this was based on data from only three perennial spe-
cies, all of them herbaceous. In the present study, we expected
that annuals would adapt more quickly in absolute time be-
cause of their shorter generation time, especially compared
with long-lived perennials such as trees or clonal plants.
The fact that some traits have more potential to evolve than
others can also affect the rate and absolute amount of change
(Houle 1992; Hansen et al. 2011). The more complex the trait
is (e.g., life-history traits, closely linked to survival, growth,
fecundity), the higher its genetic variation, so its evolvability
is expected to be greater (Hansen et al. 2011). Life-history
traits are also expected to be under strong directional selec-
tion (Fisher 1930); as a consequence, we expected them to
show higher amounts and rates of phenotypic change. In
addition, the absolute amount and rate of change in physi-
ological traits have been found to be higher than those in
morphological traits (Bone and Farres 2001), suggesting more
evolvability of or greater natural selection on physiological
traits.

There has been no systematic attempt to summarize esti-
mates of absolute amounts and rates of phenotypic change
in plants since the works of Bone and Farres (2001) and
Crispo et al. (2010). Here we analyze the most comprehen-
sive database to date of contemporary phenotypic change in
plant quantitative traits (Gorné and Díaz 2017b), which con-
tains observations from field situations as well as common-
conditions experiments. We used a combination of a recent
meta-analytic approach (Gorné and Díaz 2017a), frame-
works of evolution developedwithin the context of paleontol-
ogy (Gingerich 2009; Hunt 2012), and insights into factors
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nison 1999) to ask, How does phenotypic change unfold in
the elapsed time since the triggering environmental novelty?
How is phenotypic change affected by spatial scale, the de-
gree of novelty of the environmental change involved, trait
variation source, plant growth form, life span, and trait type?
And which evolutionary mode—directional change, ran-
dom change, or stasis—predominates in plant phenotypic
change at ecological timescales?
Material and Methods

Database

Here we applied the methods proposed by Gorné and Díaz
(2017a) to a revised version of their database (Gorné and
Díaz 2017b, 2019). In brief, this database included studies
that provide data on changes in quantitative traits of angio-
sperms within a known temporal framework (!300 years).
The search was performed using Scopus (http://www.scopus
.com), up to December 22, 2015 (search strings are in Gorné
and Díaz 2017a). The database includes studies that mea-
sured intraspecific change in a quantitative trait and that re-
port the elapsed time when the phenotypic change oc-
curred. The studies recorded a single population before and
after a change in the environment or compared two (ormore)
populations by measuring a quantitative trait across two sit-
uations, where one of them was a new condition of known
age. Studies reporting results from artificial selection or in-
terspecific hybridization were excluded. The environmental
changes included expansions of distributional range, soil or
air pollution, exposure to herbicides, changes in salinity, pH,
climate, disturbance or irrigation regime, and addition or
loss of species in the local community. All data available
in each study were recorded, including several observations
of the same species. These procedures resulted in a database
containing 1,716 observations from 128 studies, with changes
in populations of 152 species from 34 families, in elapsed
times of !260 years, and covering a wide range of traits, life
span, growth forms, and environmental situations (table 1).
Because the rma.mv function (R package metafor) cannot
deal with a range of effect size weights broader than 107,
we had to remove two cases with extremely high variance.
Because the weight given to any observation is inversely pro-
portional to its variance, the eliminated cases would have had
extremely low influence on the results. We retained a final
number of 1,714 observations for analysis; no study or spe-
cies was lost as a result of the two removed observations.
Data Categorization

All data points were categorized according to biological prop-
erties of the study system (life span, growth form, trait type)
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and methodological ones that can modify the patterns ob-
served (moderating variables; table 1). While some studies
measure populations directly in the field, others study their
descendants under common conditions to assess genetic
change (Hendry and Kinnison 1999). Because sometimes
epigenetic effects persist under these common-conditions
experiments and thus can be confounded with truly genetic
effects and because ultimately in all cases phenotypic change
in quantitative traits was measured, here we refer to “cis-
generational” versus “transgenerational” studies (instead of
phenotypic vs. genetic). Another methodological distinc-
tion is between synchronic studies that measure divergence
between two or more populations separated in space (also
called transversal studies) and allochronic (longitudinal)
studies that follow a population over time and measure its
evolution (Kinnison and Hendry 2001). A third methodo-
logical consideration is one of the spatial scale of work,
which ranges from populations growing a few meters apart
to those growing on different continents. Also, we accounted
for degree of novelty in the environmental change by catego-
rizing each case as “novel” (i.e., the environmental change
has a defined starting point and phenotypic changewasmea-
sured from this point) or “ongoing” (i.e., the environmental
change has been progressing for awhile and the phenotypic
change wasmeasured in a temporal windowwithin this pro-
cess). Finally, older studies have been found to report more
intense selection gradients, introducing a bias toward larger
absolute amounts and rates of change (Kinnison and Hen-
dry 2001).
Effect Sizes

The effect sizes published in the database (Gorné and Díaz
2017b) were the standardized mean difference Hedges g
(Hedges 1981, 1982; supplemental PDF, available online),
a rate of change (h) that is the Hedges g over the elapsed
time in years, and the log transformation of both of them,
that is, LG and LR (Gorné and Díaz 2017a; supplemental
PDF). The units of these last two effect sizes (LG and LR)
are log10(SD) and log10(SD·year21), respectively. We used
both of them to analyze the effect of the moderating var-
iables on the absolute amount and rates of change as well as
on the pattern of change in the framework proposed by Gin-
gerich (2009) and Hunt’s approach (Hunt 2006, 2012). The
methods to compute the effect sizes, explained in detail in
Gorné andDíaz (2017a), followed standardmeta-analytic pro-
cedures (Hedges 1982; DeCoster 2004; Cooper et al. 2009).

The fundamental effect size here, standardized mean
difference, fits adequately with the magnitude we intended
tomeasure—that is, the change in a quantitative trait between
two samples—and it is equal to the haldane numerator,
which is a standard rate of evolution (Haldane 1949;Gingerich
1993). Additionally, the haldane numerator is a variance-
This content downloaded from 129.
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scaled metric (i.e., expresses the difference in units of stan-
dard deviations) and is equal to the response (R) to selection
(S) according to the breeder’s equation (Lush 1947; Gin-
gerich 2009).
In addition, we upgraded the Díaz and Gorné (2017b)

database, computing the response ratio effect size (log RR;
Hedges et al. 1999) whenever possible. The response ratio
is a mean-scaled metric equal to the darwins numerator
(Haldane 1949). From log RR we computed a rate of change
similar to darwins (dw); time is expressed as years instead of
millions of years (supplemental PDF).
Model Construction and Selection Criteria

To assess the effects of the different moderating variables
on the amount (LG and Flog RRF) and rate of change (LR
and log10(FdwF)), we performed a model selection procedure
(using the maximum likelihood method and the Akaike in-
formation criterion). The models were then refitted by the
restricted maximum likelihood method to estimate the
coefficients.
In the model selection procedure, we proceeded by steps:

we first tested methodological moderating variables (spatial
scale, design, publication year, elapsed time, environmental
change, trait variation source; table 1). Because the effect of
local scale was different from those of regional and conti-
nental scales but the latter two did not significantly differ
from each other, we replaced the original scale variable with
a second one that split scale into local versus nonlocal (the
latter including regional plus continental). Second, we added
the biologicalmoderating variables. Because growth formand
life span are not independent (there is no woody short-lived
species), we combined both in a factor with the following
levels: herbaceous short lived, herbaceous long lived, and
woody. We alternatively tested a moderating variable distin-
guishing woody from herbaceous species. Finally, we added
the trait type moderating variable to the model. The models
fitted in each stage are shown in table S1 (tables S1, S2 are
available online). From the fitted models for LG and LR, we
computed the intrinsic rate of change, that is, the amount of
change expected in a unit of time (Gingerich 2009; Hunt
2012).
The data set presented two sources of nonindependence.

First, multiple effect sizes had been taken from each study
(paperID). Second, multiple effect sizes had been taken from
each species (spID). Additionally, we tested for phylogenetic
signal in the residuals of the fitted models (Revell 2010) using
the R package phylosignal (Keck et al. 2016) and the phyloge-
netic tree generated by Phylomatic (ver. 3; Campbell and
Donoghue 2005; http://phylodiversity.net/phylomatic/) based
on the megatree published by Zanne et al. (2014). To take
into account these sources of nonindependence, we used the
rma.mv function from the R package metafor (Viechtbauer
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Table 1: Moderators used to categorize the data points considered in the meta-analysis
Moderating variable, level N
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Description (nonexhaustive)
o. spp.
 No. obs.
 No. spp.
 No. obs.
Spacial scale (S):

Local (l)
 48
 584
 34
 444
 Comparison between populations separated by !10 km

Regional (r)
 61
 321
 8
 73
 Comparison between populations separated by 110 km

but occurring in the same continent

Continental (c)
 57
 809
 47
 634
 Comparison between populations in different continents
Design (D):

Allochronic (a)
 64
 340
 10
 151
 Longitudinal studies, that is, following a population

across time

Synchronic (s)
 100
 1,374
 79
 1,000
 Transversal studies, that is, looking at the divergence

between populations in time

Age of publication (Y):
None
 152
 1,714
 85
 1,151
 Year of publication minus year of oldest publication in
database (1970)
Elapsed time (t):

None
 152
 1,714
 85
 1,151
 Time elapsed between the onset of the environmental

novelty and the measurement

Environmental change (ec):
Novel (n)
 143
 1,593
 82
 1,061
 The environmental change has a defined starting point
and phenotypic change was measured from this point
Ongoing (o)
 13
 121
 3
 90
 The environmental change has been progressing for a
while and the phenotypic change was measured in a
temporal window within this process
Trait variation source (vs):

Cisgenerational (cis)
 102
 425
 43
 196
 Study considers the variability present in the field, not

allowing phenotypic plasticity to be distinguished
from heritable variability
Transgenerational (trans)
 79
 1,289
 56
 955
 Study considers the heritable change, that is, common
garden or reciprocal transplant
Growth form (gF):

Nongraminoid herb (herb

nongram)

103
 1,206
 57
 798
 Herbaceous plants with no grasslike appearance, mostly

nonmonocotiledoneus

Graminoid herb (gram)
 37
 333
 21
 235
 Herbaceous plants in the Poaceae and other families

with a grasslike appearance, all monocotiledoneus

Woody
 12
 175
 7
 118
 Trees, shrubs, woody vines
Life span (l):

Annual (ann)
 46
 318
 19
 204
 Natural life span ≤1 year

Perennial (per)
 76
 1,053
 46
 692
 Natural life span 12 years

Intermediate (int)
 30
 343
 20
 255
 Biennial plants and species described as annuals or

short-living perennials depending on the context

Trait type (Tr):
Morphological (m)
 80
 384
 31
 173
 Leaf area, specific leaf area, leaf length and width, leaf
shape, leaf number of adult plant, height of adult
plant, number of shoots or stems, length of shoots,
symmetry, root diameter, root-to-shoot ratio, root
architecture, trichome density, size of floral and fruit
parts, petiole and stipules
Physiological (f )
 39
 240
 24
 183
 Photosynthetic and metabolic parameters, concentration
of several substances in plant tissues, and tolerance
to pollution, salinity, drought, or biomass removal
Life-history traits (h)
 73
 478
 51
 365
 Various ways to express individual growth rate (in-
crease in biomass, height, length, number of leaf or
tillers in a elapsed time); increase in number or size
of seeds, flowers, or fruits; age or size at maturity;
seed viability; survival; emergence time of seedlings;
offspring dispersal; pollen quantity and viability
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2010) to perform multilevel (hierarchical) models, where
paperID and spID were included as random factors. No
phylogenetic signal was found in the residuals of any model.
Sensitivity Analysis

To evaluate the sensitivity of the analysis to potentially in-
fluential cases, we randomly sampled the data set 100 times.
Each time we sampled 70% of the data (all cases were re-
moved at least once) and fitted models 2h.b, 3c.d, and 4f.b
(table S1). Then we compared the estimated coefficients
and the confidence intervals (CIs) of the set of iterations
with the fitted model with all data. The weight of each ob-
servation is the same for LG as well as LR, so that it is not
necessary to perform the same procedure with model 1h.b.

In this database it is not possible to test for publication
bias because all available procedures to detect and assess
publication bias assume that, given an effect, there is a sym-
metrical distribution of outcomes surrounding it, and in
our case the typical distributions of LG, Flog RRF, LR, and
log10(FdwF) are left skewed (Gorné and Díaz 2017a). This
is because the expected distribution of a random collection
of amounts and rates of change is a normal distribution
with mean equal to zero; therefore, its absolute value is a
folded normal distribution (Tsagris et al. 2014). The log
transformation of such a folded normal distribution is ex-
pected to be left skewed (not symmetrical).
Calculation of Instantaneous Rate
of Transgenerational Phenotypic Change

The h estimated for each elapsed time (ht) was the average
annual change observed in that period and not an instanta-
neous rate. To estimate an instantaneous rate, we created a
new variable, h0

t , which excludes the previously accumulated
change (h0

t p ht ⋅ t 2 ht21 ⋅ (t 2 1)). From the selectedmodel
This content downloaded from 129.
All use subject to University of Chicago Press Term
(2h.a; table S1), we estimated ht(h p 10LR) for transgen-
erational phenotypic change at the local scale and in novel
environmental change for an average plant type. From that,
we computed h0

t and its CI. The 95%CI for each time (t) was
computed as h0

t51:96 ⋅ SE(h0
t), where SE(h

0
t) is the standard

error of h0
t . SE(h

0
t) was computed iteratively for each time in-

terval, from one to the maximum elapsed time in the data-
base, according to the error propagation theory (Bevington
and Robinson 2003). Because our data represent a random
sample of rates of change in different times, not tempo-
ral series, we assumed uncorrelated errors and computed
SE(h0

t) as SE2(h0
t) p SE2(ht)1 SE2(ht21), where SE(hx) is

the standard error of h at time x. Because h p 10LR, h p
(eln 10)LR and SE(ht) p ht ⋅ ln(10)SE ⋅ (LRt), where SE(LRt)
is the standard error of LRt, which is obtained from the
metaregression.
We also estimated the instantaneous rate of transgen-

erational phenotypic change for the subset of allochronic
(longitudinal) data on annual plants. Because in this case
ht matches haldanes (the generational rate of change), we
know that in this subset of the data evolution and diver-
gence are not confounded. All analyses were performed in
R (R Core Team 2018).
Results

Description of the Database

The observed amounts of absolute change varied widely,
from 0.00438 to 26.45 SDs and from 0.001 to 5.26 times.
These upper limits correspond to the transgenerational
phenotypic change in Senecio inaequidens and Centaurea
diffusa, respectively (both perennial forbs in the Astera-
ceae family). The overall amount of change was 1.2000 SDs
(95% CI, 1.0193–1.4132) and 0.2876 times (95% CI, 0.2150–
0.3602). The rates of change also showed much variation,
from 1:89#1025 to 8.45 SD·year21 and from 9:23#1026
Table 1 (Continued )
Moderating variable, level N
Variance scaled
 Mean scaled
067.119.10
s and Cond
Description (nonexhaustive)
o. spp.
 No. obs.
 No. spp.
 No. obs.
Biotic relations (r)
 46
 301
 31
 189
 Any variable taken as response to a treatment that
involves a direct realized biotic relation, such as
herbivory, interspecific or intraspecific competition,
allelopathy, mycorrhizal or rhizobial colonization,
seed or seedlings predation, parasitism
Phenology (p)
 36
 77
 29
 61
 Flowering, fruiting, leafing time

Phenotypic plasticity (pl)
 13
 234
 9
 180
 Considered as a trait in itself, that is, the change in

plasticity independent of the nature of the plastic
trait
Note: For each level of these variables, the number of observations (obs.) and the number of species (spp.) are specified for the variance-scaled measurements
and the mean-scaled measurements.
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to 2.69 times·year21. These upper limits both correspond to
the transgenerational phenotypic change in Lolium rigidum
(Poaceae). The overall rate of change was 0.0244 SD·year21

(95% CI, 0.0180–0.0329) and 0.0072 times·year21 (95% CI,
0.0051–0.0102).

There were numerous situations in which particular traits
of particular species changed very little and only few sit-
uations in which either the amount or the rate of change
was large. Across the whole database, amounts (g) and rates
(h) of change were approximately lognormally distributed
(figs. S1, S2; figs. S1–S7 are available online). This was not
an artifact resulting from a biased distribution of elapsed
times: even the frequency distributions for particular elapsed
times did not statistically depart from lognormal (e.g., times
1–10, which had the greatest average rate of change, or times
100 and 200, which had the greatest frequency of data). Be-
cause distributions of the LG and LR effect sizes are expected
to be left skewed, the observed symmetrymay be due to a less
than expected frequency of very low values, suggesting a pub-
lication bias against zero change. The same pattern was ob-
served in the mean-scaled rate of change (dw; fig. S3).

To assess the robustness of the results, we performed a
sensitivity analysis. For variance-scaled rate of change, the
analysis showed that the final selected model (2h.b) was
robust to random data subsampling (fig. S4). The final se-
lected models for mean-scaled amount (3c.d) and rate (4f.b)
of changewere far less robust (figs. S5, S6, respectively). How-
ever, even in this case some patterns were robust, as we state
below.
Patterns of Phenotypic Change
as a Function of Elapsed Time

In the analysis of the amount of change (LG) and the rate of
change (LR), we tested the interaction between the elapsed
time (log10 transformed) and trait variation source, design,
environmental change, growth form, and life span (table S1).
The final selected model indicates that there are interactions
between the elapsed time and trait variation source as well as
between elapsed time and growth form (woody vs. herba-
ceous). Figure 2 shows, for the whole database, both the
amount of change (LG) and the rate of change (LR) as func-
tions of the elapsed time and the metaregression lines. The
slopes of such metaregression lines and their CIs are shown
in figure 3, on average (fig. 3A) and by group (fig. 3B–3G).

The patterns of change according toGingerich’s andHunt’s
approaches can be obtained from figure 3. The average pat-
tern of change is consistent with stasis according to both an-
alytical frameworks (fig. 3A). However, when the effect of
trait variation source is considered, the stasis pattern remains
for the transgenerational phenotypic change only (fig. 3C).
Cisgenerational phenotypic change, in contrast, shows a pat-
tern where the LR versus t slope is more negative than 21
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and the LG versus t slope is significantly negative (fig. 3B).
This pattern is different from the three standard modes
(fig. 1) because the amount of change decreases with the
elapsed time. Aswe show later, the intrinsic rate of cisgenera-
tional phenotypic change is substantial and tends to be greater
than that of the transgenerational one. However, such cisgen-
erational phenotypic change does not accumulate through
time; rather, it diminishes. We refer to this latter pattern
as retraction and we discuss some possible causes below.
When cisgenerational phenotypic change in woody and
herbaceous species are computed separately, the same re-
traction pattern is observed for each of them (fig. 3D, 3F).
The pattern of transgenerational phenotypic change differs
between woody and herbaceous species. Woody species
show a pattern no different from stasis but also show wide
variability and a tendency to retraction (fig. 3G). Herba-
ceous species, on the other hand, show an intermediate pat-
tern between stasis and unbiased random walk (fig. 3E).
The analysis of mean-scaled amount of change (Flog RRF)
shows no interaction between elapsed time and longevity or
growth form (table S1); moreover, it does not show any ro-
bust effect of time on the amount of change (fig. S5). The
analysis of the mean-scaled rate of change (log10(FdwF))
showed an effect of elapsed time with a slope close to stasis
that was both robust and independent from any other var-
iable in the system (fig. S6).
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Figure 2: Overview of the results. Shown is the relationship between
elapsed time and the amount of change (LG; filled circles) and be-
tween elapsed time and the rate of change (LR; open triangles). The size
of the symbols represents the weight of each observation in the analy-
sis. Lines represent the average relationship between LG and elapsed
time (solid line; table S1, model 1h.a) as well as between LR and
elapsed time (dashed line; table S1, model 2h.a). See table S2 for the full
list of original references in the data set.
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Observed patterns of phenotypic change are consistent
with an evolutionary process dominated by stasis; that is,
the most frequent rate of change over the whole time inter-
val considered is zero. This does not mean lack of change or
homogenous pace of change at different elapsed times. In-
deed, the instantaneous rate of transgenerational pheno-
typic change (h0), estimated jointly for all life spans, growth
forms, and trait types, decreased sharply with time (fig. 4).
Virtually all of the change occurs in the first few years and
then falls to zero. The equivalent analysis for annual plants
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in allochronic (longitudinal) designs and novel environ-
mental change shows the same pattern (fig. S7).
Intrinsic Rate of Change

The overall intrinsic rate of change is 3.36 SDs (95% CI,
0.76–14.85; gray symbol in fig. 5A). In this case, the intrinsic
rate of cisgenerational phenotypic change tends to be greater
than the transgenerational one (gray symbols in fig. 5B), both
for woody and for herbaceous plants (gray symbols in fig. 5C,
5D). While transgenerational phenotypic change involves
genetic and epigenetic change, the cisgenerational pheno-
typic change involves genetic, epigenetic, and phenotypic
plasticity, so the difference between these two is due to the
effect of phenotypic plasticity.Woodyplants showhigher val-
ues of intrinsic rate of change but with wider variation (gray
symbols in fig. 5D). The average amount of change is similar
for woody (black symbols in fig. 5D) and herbaceous (black
symbols in fig. 5C) plants.
Additive Effects

Spatial scale, the degree of novelty in the environmental
change, and trait type all have similar additive effects in
the variance-scaled amount (LG) and rate (LR) of change.
The change at local scale (fig. 6) is greater than that at re-
gional or continental scale (dashed line in fig. 6). When the
environmental change is ongoing (fig. 6) rather than being
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Figure 3: Slopes of the relations between elapsed time (log10 trans-
formed) and the amount of change (LG; filled circles) and between
elapsed time and the rate of change (LR; open triangles) for different
data subgroups. Shown are estimates and 95% confidence intervals
for the whole database (A); all plants, cisgenerational phenotypic change
(B); all plants, transgenerational phenotypic change (C); herbaceous
plants, cisgenerational phenotypic change (D); herbaceous plants, trans-
generational phenotypic change (E); woody plants, cisgenerational
phenotypic change (F); and woody plants, transgenerational pheno-
typic change (G). Applying Gingerich’s approach, an LR versus t slope
of 0 indicates directional change, a slope of 20.5 indicates unbiased
random walk, and a slope of21 indicates stasis. According to Hunt’s
approach, an LR versus t slope of 0 and an LG versus t slope above 0
indicate directional change; an LR versus t slope below 0 and an LG
versus t slope above 0 correspond to unbiased random walk; an LR
versus t slope below 0 and an LG vs. t slope of 0 indicate stasis. The
slopes estimated from models 1h.a and 2h.a are detailed in table S1.
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Figure 4: Instantaneous rate of transgenerational phenotypic change
(h0) following a novel environmental change for an average plant and
trait type at local scale, according to model 2h.a (detailed in table S1).
The solid line indicates the mean, the dashed lines indicate the 95% con-
fidence interval of h0, and the dotted gray line indicates zero instanta-
neous rate of change.
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novel (dashed line in fig. 6), the phenotypic change is smaller.
The trait type that experiences the least change is phenotypic
plasticity (fig. 6), whereas phenological traits are the most la-
bile (fig. 6). Morphological traits (fig. 6) change more than
plasticity but less than the other traits. Life-history traits
(fig. 6), physiological traits (dashed line in fig. 6), and biotic
relations traits (fig. 6) change a similar amount. Design and
age of publication were not retained as significant moderat-
ing variables by the model selection procedure.

For the mean-scaled amount of change (Flog RRF), syn-
chronic (transversal) studies (Dps in fig. S5) robustly show
more change than allochronic (longitudinal) ones (dashed
line in fig. S5). Woody plants (woodypyes in fig. S5) robustly
show less change than herbaceous ones (dashed line infig. S5).
We found the following robust patterns: plasticity traits
(Trppl in fig. S5) change the most; life-history (Trph in
fig. S5), morphological (Trpm in fig. S5), phenological
(Trpp in fig. S5), and physiological (dashed line in fig. S5)
traits change a similar amount; and biotic relations traits
(Trpr in fig. S5) seem to be very sensitive to random data
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subsampling. The mean-scaled rate of change (log10(FdwF))
robustly tends to be faster at local scale (S2pl in fig. S6) than
at broader scales (dashed line in fig. S6) and tends to be slower
in woody species (woodypyes in fig. S6) than in herbaceous
ones (dashed line in fig. S6). Regarding the mean-scaled rate
of change in the different trait types, we found robust effects
only for phenological and plasticity traits, which tend to be
the fastest (Trppl and Trpp in fig. S6).
Discussion

Our findings show that in response to environmental nov-
elty, quantitative traits of angiosperms change quickly in
the first few years and then remain stable. This general pat-
tern is supported by the variance-scaled measure of change,
the mean-scaled measure of change, and the instantaneous
rate of change (h0). This pattern may also explain the lack
of relation between phenotypic change and elapsed time
found in previous reports (Bone and Farres 2001; Hendry
Difference in variance-scaled amount (LG)
and rate (LR) of change respect to the 

level of reference for each moderating variable
log10(SD)
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Spatial scale = local

Environmental change = ongoing

Tr = life-history

Tr = morphology

Tr = phenotypic plasticity

Tr = phenology

Trait type (Tr) = biotic relations

Figure 6: Effect of the spatial scale, environmental change, and trait
type (Tr) on the variance-scaled amount and rate of change. The
dashed line represents the reference level for each moderating variable.
Estimates and 95% confidence intervals according to model 1h.b are de-
tailed in table S1. “Spatial scale p local” shows the difference between
local and nonlocal (regional plus continental) scale. “Environmental
changep ongoing” shows the difference between ongoing environmen-
tal change and novel environmental change. Trait type shows the differ-
ence between each trait type and physiological traits (dashed line).
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Figure 5: Average amount of change (black circles) and intrinsic rate
of change (gray triangles) for the whole database (A); all plants, split
by trait variation source (B); herbaceous plants, split by trait variation
source (C); and woody plants, split by trait variation source (D). Es-
timates and 95% confidence intervals according to models 1h.a and
1o are detailed in table S1. The gray vertical line is the maximum ob-
served value of the amount of change (Hedge’s g) in the database.
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et al. 2008; Crispo et al. 2010). Moreover, the pattern cannot
be explained purely by phenotypic plasticity because the
transgenerational phenotypic change follows the same abrupt
change pattern, even when the annuals in longitudinal de-
sign are analyzed separately, which arguably capturesmicro-
evolutionary change.

Some methodological issues could partially explain the
overall pattern of quick initial change followed by stasis, in-
cluding measurement error, biased selection of traits, bi-
ased selection toward studies in which greater changes are
expected, and publication bias in the same direction (see
Hendry et al. 2008). These issues cannot be completely ruled
out, but even if they reduce the precision and/or accuracy of
the estimation, they cannot explain why the greatest amounts
of change were not found at the greatest elapsed times or
why we found greater amounts of change at shorter elapsed
times. Moreover, genetic change may be greatest immedi-
ately after a disturbance because this is when the population
is farthest from its phenotypic optimum (Reznick 1997; Kin-
nison and Hendry 2001; Hendry et al. 2008). Particularly
rapid changes may not be sustainable over long time periods
due to very low absolute fitness or the depletion of genetic
variation (Bürger and Lynch 1995; Boulding and Hay 2001;
Kinnison and Hairston 2007). Finally, natural populations
may experience strong selection over short time intervals,
but the direction of selection may vary through time and
therefore cancel out over longer time intervals (Gingerich
2001; Hendry and Kinnison 2001; Grant and Grant 2002;
Estes and Arnold 2007). These processes may act together
to produce the pattern of change observed here, character-
ized by high intrinsic rate of change occurring in the first
few years and no directional change sustained over the
elapsed time.

This general pattern of abrupt phenotypic change fol-
lowed by stasis is consistent with the bounded pattern of
evolution described by Uyeda et al. (2011) for timescales
shorter than a million years: changes are constrained and
do not accumulate over time. However, the model of strict
stasis with a fixed optimum could not explain the signifi-
cant changes observed (Voje et al. 2018). The observed pat-
tern may be compatible with a model of fluctuating opti-
mum where stasis is the result of populations tracking the
boundedmovements of an optimum (Voje et al. 2018). How-
ever, we think that such bounding is not given by the envi-
ronmental conditions; rather, developmental and functional
constraints (Arnold 1992) may define a broad adaptive zone
(the boundaries) within which a narrower peak can shift
tracking environmental changes.

Transgenerational change represents the heritable com-
ponent of phenotypic change, so it is a proxy for evolution.
According to this proxy, our empirical results show that the
overall evolutionary path of angiosperms over timescales of
!300 years is characterized by high intrinsic rate of change,
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and no directional change sustained over the elapsed time.
This is similar to the patterns reported by Hendry et al.
(2008) for animals. Only in the transgenerational pheno-
typic change in the herbaceous plants was there an increase
in the variance-scaled amount of change over time, but the
increase was very low and consistent with an intermediate
pattern between stasis and unbiased random walk. There-
fore, we argue that there is an initial abrupt directional
change in response to the environmental novelty, followed
by smaller, independent random changes once a new opti-
mum has been reached. This would be a combination of
two dynamics, more likely to be observed in herbaceous
plants due to their faster turnover of individuals in the pop-
ulation. The first phase would fit an Ornstein-Uhlenbeck
process (Lande 1976), as has been observed in, for example,
a range expansion of reed warblers (Lo Cascio Sætre et al.
2017). The second phase would result from stochastic envi-
ronmental changes in this new habitat, as have been docu-
mented for, for example, the Darwin’s finches habitat on
Daphne Major Island in the Galápagos (Grant and Grant
2002).
The difference between transgenerational and cisgen-

erational phenotypic change may be due to phenotypic
plasticity. Our results show that phenotypic plasticity intro-
duces an initial change, evidenced in the effect on the in-
trinsic rate of change (gray symbols in fig. 5B–5D), which
tends to be greater in the cisgenerational case. Substantial
plastic phenotypic shifts may occur in a single generation,
and the magnitude of such effects could remain relatively
constant over longer time intervals, so phenotypic plasticity
could be responsible for an abrupt response, with no genetic
change (Trussell and Etter 2001). But here we showed that
some heritable (transgenerational) change occurs in angio-
sperms over contemporary timescales. Adaptive plasticity
may substantially reduce the fitness costs of environmental
change and, consequently, aid population persistence and
slow genetic change in the plastic trait (Price et al. 2003;
Ghalambor et al. 2007). Therefore, while adaptive pheno-
typic plasticity could explain a lack of genetic change, it
cannot explain the weak or null relation between a given
amount of transgenerational phenotypic change and elapsed
time or the negative relation between rate of change and
elapsed time. The retraction pattern, which is observed only
for the cisgenerational phenotypic change, also may be ex-
plained by phenotypic plasticity. When a population faces a
novel environment that is out of the previously experienced
range, it may change plastically in an adaptive or maladap-
tive way (Ghalambor et al. 2007). If the response is mal-
adaptive, it will strengthen selection and genetic evolution
as a consequence (Grether 2005; Ghalambor et al. 2015).
Therefore, the negative slope observed in the relation be-
tween the amount of cisgenerational phenotypic change and
elapsed time may be due to early partially maladaptive
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plasticity that is later removed by genetic compensation
(Grether 2005). Another possible explanation for the retrac-
tion pattern is that the environmental change leads to a ge-
netic adaptive change with an initial relatively narrow vari-
ability. Later, in the new optimum, phenotypic variability
may increase due to new genetic combinations, which could
arrive by migration. Because the variance-scaled amount of
change (LG) is inversely proportional to the pooled vari-
ance, this retraction-expansion of variance could produce
the retraction pattern even if the mean value of the trait
does not change after the initial shift.

Some of our results contradict common ideas about the
links between generation time and evolutionary rate. We
found that the intrinsic rate of transgenerational pheno-
typic change in woody plants is not smaller than that of her-
baceous plants. On the contrary, it seems to be greater de-
spite the fact that we used an absolute temporal scale (years
instead of generations). Also, the trajectories of LG, LR,
Flog RRF, and log10(FdwF) through time are similar for woody
and herbaceous plants. While variance-scaled amount and
rate of change tend to be greater in woody species than in
herbaceous ones, mean-scaled measurements show the op-
posite trend (table S1). For evolution over short periods of
time, the upper boundary for evolutionary response per gen-
eration is set by standing genetic diversity. Woody plants
have more within-population genetic diversity and a higher
proportion of polymorphic loci than herbaceous plants (Ham-
rick and Godt 1996; Nybom 2004), which could enable fast
evolution by selection (Petit and Hampe 2006). In addition,
some annual species may escape from a stressful environ-
ment by adjusting their phenology (e.g., surviving unfavorable
periods in the form of seeds), with other traits remaining un-
changed. However, woody species are underrepresented in
this database (12 over 153 species), and for this group the
minimum elapsed time is 24 years. Additional methodologi-
cal issues could partially explain the observed pattern in the
instantaneous rate of change in both woody and herbaceous
plants. First, because transgenerational studies worked with
plants grown from seeds, any environmental novelty that had
affected reproductive success (e.g., fecundity, fertility, pollen
viability, pollination) may have changed the population of
seeds in the first years even if its effects on the survival or
vegetative traits of the resident individuals are not yet evi-
dent. Second, most of the common-conditions experiments
were performedwith the first filial generation, somaternal or
epigenetic effects cannot be completely ruled out.

We found that life-history traits have an intermediate
amount and rate of change, both variance scaled and mean
scaled, with values similar to those of morphological and
physiological traits. Moreover, the variance-scaled amount
of change tends to be larger for life-history traits than for
morphological ones. This was to be expected according to
the evolvability patterns documented by Opedal (2019) and
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the selection pattern found by Kingsolver et al. (2001). That
is, life-history traits (according our nomenclature) showed
an intermediate evolvability similar to those of physiologi-
cal traits, a tendency to have larger evolvabilities than mor-
phological ones, and a directional selection similar to other
traits. Plasticity traits showed the greatest amount and rate
of mean-scaled change, but this is due to greater population
variability, so they display the least variance-scaled amount
and rate of change. Phenological traits showed an interme-
diate amount of change, albeit displaying a mean-scaled
rate of change as fast as plasticity, and the greatest variance-
scaled rate of change. They thus appear to have high evolv-
ability but also high heritability and to be under strong di-
rectional selection.
The lognormal distribution of the absolute rates of change

is similar to those previously reported in the literature (Bone
and Farres 2001; Hendry and Kinnison 2001). A still-open
question is whether this is due to a limited capacity to change
in the population or to the fact that small changes are enough
to restore fitness. We do not know the strength of natural se-
lection related to the changes recorded in this database; how-
ever, it seems that in nature directional selection follows a
similar distribution (Kingsolver et al. 2001; Hereford et al.
2004; Kingsolver and Pfennig 2007; Kingsolver andDiamond
2011).
Over contemporary time, gene flow has the potential to

be a larger source of genetic variation than mutation but
can also erode local differentiation, leading to “ephemeral
divergence” (Futuyma 2010). The effect of gene flow on the
divergence between populations may also depend on the
traits measured (Fitzpatrick et al. 2017). Our results show
that at local scale, where gene flow between populations is
probably more intense than between populations at regional
or continental scales, the amount (LG) and rate of divergence
between populations (LR and log10(FdwF)) were greater. In
our database, the nonlocal scales are mostly related to inva-
sion and range expansion processes, which likely produce de-
mographic and genetic bottlenecks. In a local population ex-
periencing an environmental novelty and surrounded by a
regional population that does not experience it, continuous
immigration will rescue the local population and may pro-
vide a more diverse substrate for natural selection (Garant
et al. 2007).
In all of the models fitted to our database—even the most

complete and best-fitted ones—the amount of residual het-
erogeneity is greater than expected by chance (table S1, QE

test). This means that there are important moderating vari-
ables that have not been captured by our analysis. Variables
related to the intensity of the natural selection, such as a cat-
egorization of the environmental novelties according to sev-
eral types of change (e.g., pollution, range expansion, resource
availability change), could be included as moderating varia-
bles. Finally, other biological and ecological properties of the
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species that seem to be related to rate of mutation and genetic
diversity and that were not included here are plant height
(Lanfear et al. 2013), breeding system, seed dispersal mode,
and geographic range (Hamrick and Godt 1996).

The abrupt pattern of phenotypic change reported here
has important consequences for management and conser-
vation. The broad range of phenotypic responses illustrates
the high adaptive potential of plant populations. However,
on the basis of our findings, under a persistent modification
in the environment a plant population should be expected
to change in a very short time and then dramatically de-
crease its pace of change. In other words, if an adverse en-
vironmental novelty is not dealt with by a population in the
first few years (by evolution or plastic response), this pop-
ulation may be at risk because an adaptive jump later on
is unpredictable and typically takes many generations (New-
man et al. 1985; Elena et al. 1996; Uyeda et al. 2011). There-
fore, in practical terms, if a plant population does not main-
tain seed production and recruitment in the first few years
following an environmental change, a future recovery should
not be expected, and it may be necessary to intervene.
Conclusions

Our results show that angiosperms are capable of substan-
tial amounts of phenotypic change over very short times,
and no evidence of restrictions were found for those traits
closely related to fitness or for long-lived species. Although
phenotypic plasticity may increase the initial response, there
is an important heritable component in such phenotypic
change. Greater amounts and rates of phenotypic change
found at local relative to nonlocal scale and the observed
pattern of abrupt change followed by stasis suggest that
standing variability is crucial for adaptation to environ-
mental novelties and that new adaptive variability is unlikely
to arise over contemporary timescales.
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t is the Fouquiera splendens, one of the Tamariscineæ, and known to
among the rocks on the mountains. The branches are long and whip-
g. The flowers are of a bright scarlet, and form racemes at the ends of
(The American Naturalist, 1881, 15:978–987).
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